
Software engineering with 
GenAI in 2025

What works, and what doesn’t?



Hi, I’m Gergely



Big Tech and startups, from the inside.

The Pragmatic Engineer







Today’s AI headlines are all over the place



On one hand:









But then, we also have…









How AI is changing software engineering has 
also been the top of my mind:





But what is REALLY happening?



I talk to a lot of software engineers…



… so I asked them:



“How are you using AI tools at your 
company?”



I asked this from:



1. AI dev tools startups

2. Big Tech

3. AI startups

4. Independent software engineers



Here is what they told me:



1. AI dev tools startups

2. Big Tech

3. AI startups

4. Independent software engineers



Anthropic



"When we gave Claude Code access to our 
engineers, they all started using it every 
day, which was pretty surprising”



“90% of Claude Code is now written with 
Claude Code.”



Usage keeps going up:

● Claude Code usage increased 40% within 
first day of launching Claude 4

● User base grew 160% since Claude 4 
launch 



MCP
(Model Context Protocol)





● Nov 2024: Anthropic open-sources MCP

● Dec-Feb: Block, Replit, Windsurf, Sourcegraph

● March, Apr: OpenAI, Google, Microsoft

● Today: Thousands of active MCP servers



Windsurf



“About 95% of our code is written using 
Cascade [agent] and Windsurf Tab [passive 
tabbing].”



Cursor



“About 40-50% of our code is written by 
Cursor.”



1. AI dev tools startups

2. Big Tech

3. AI startups

4. Independent software engineers



Google



Everything is custom at Google, including their 
IDE

● Cider (IDE):
○ Used to be a web-based tool

○ Today there’s a VS Code fork version (and the 
web version is called Cider-V)

○ Integrated with the Google internal stack



AI is integrated into all parts of their stack:

● Cider (IDE) + Cider-V (web-based IDE): 
autocomplete, chat with IDE

● Critique: AI code review input

● Code Search: chat with an LLM about the 
codebase



Lots of recent progress from a year ago:

“One year ago, usage was disappointing low vs 
what I expected. Even for simple things like 
generating good documentation, it wasn’t used 
much.”

– former software engineer at Google



Google’s approach with AI for development

Software engineer at Google:

“Generally, Google is taking a cautious approach 
with coding tools. They want to get it right the first 
time so that SWE’s can trust it.”



Lots of other AI tools:

● NotebookLM: feed in all your product req docs or 
user experience researcher docs so you can ask 
questions

● LLM prompt playground: works very similarly to 
OpenAI’s dev playground (but predates it)

● MOMA search engine: knowledge base using 
LLMs



Many more internal LLM tools being built

Software engineer at Google:

“There’s org/team specific GenAI tooling happening 
everywhere because that’s what leadership likes to 
see these days. Cynically, that’s partially how you get 
more funding these days.”



Preparing for the future to come:



Former Google SRE engineer:

“What I’m hearing from SRE friends is that they are 
preparing for 10x the lines of code making their way 
into production.”



Amazon



● Amazon Q Developer Pro: devs use it a lot

● Works very well for AWS-related coding

● … and pretty well for coding, in general



Claude (hosted internally):

○ For PR/FAQ writing help

○ For perf feedback writing help

○ … generally, for lots of writing tasks



MCP servers



Amazon’s “Big Mandate” has always been 
APIs



Around 2002 (as recalled by Steve Yegge):

“[Jeff Bezos’] Big Mandate went something along these lines:

1. All teams will henceforth expose their data and functionality 
through service interfaces.

2. Teams must communicate with each other through these 
interfaces.

3. There will be no other form of interprocess communication 
allowed”



If there’s an API, it’s easy enough to add an 
MCP server…



… and Amazon is doing just this



● Most internal tools and websites already have 
MCP support

● Automation can be hooked up to e.g. the ticketing 
system, emails, internal systems offering an API, 
pretty much everything.

● Devs really like it!



Amazon:

API-first since 2022

MCP-first starting in 2025?



1. AI dev tools startups

2. Big Tech

3. AI startups

4. Independent software engineers



incident.io





Lawrence Jones, software engineer at incident.io:

“Our team are massively into using AI to accelerate 
them.”



“We share tips and tricks in the Slack channels. Let 
me share a few:”









Lawrence Jones:

“The biggest change has been from Claude Code, 
though. I checked just yesterday and our entire team 
are regular users.”



A biotech AI startup



Using AI and ML models to design proteins

Lots of automated numerical / ML pipelines



“We've experimented with several options with LLMs 
but little has really stuck.

It's still faster to just write correct code than to review 
LLM code and fix its problems, even using the latest 
models. 

Given the hype around LLMs I speculate that we 
might just be in a weird niche.”



1. AI dev tools startups

2. Big Tech

3. AI startups

4. Independent software engineers



Armin Ronacher

Fromerly: Creator of Flask (Python), founding 
engineer at Sentry

~17 YOE



Recently got very excited about using AI for 
development





“Armin, what changed?”



● “Claude Code got shockingly good”

● “By using LLMs extensively I got over the ‘hurdle’ of 
not accepting it”

● “The faults of the model are avoided because now 
the tool can run the code and see what happens”



Peter Steinberger

Fromerly: Creator of PSPDFKit, iOS Engineer

~17 YOE



Sold his startup and was tinkering on the side for a 
while.

Then…





“Pete, what changed?”



● “We’re at a tools inflection point where suddenly it 
‘just works’ ”

● “Languages and frameworks matter less because 
it’s incredibly simple to switch”

● “A capable engineer can create 10-20x the output 
than before”





Birgitta Böckeler

Distinguished Engineer at Thoughtworks

~20 YOE





“We now have this new tool that allows us to 
specify things in an unstructured way, and we can 
use it on any abstraction level. 

We can create low code applications with it, 
framework code, even Assembly. 

I find this lateral move much more exciting than 
thinking of natural language as ‘yet another 
abstraction level’ “



Simon Willison

Creator of Django, independent software 
engineer

~25 YOE





“Simon, how would you summarize the state of 
GenAI tooling, right now?”



“Coding agents are a thing that actually work now: 
run an LLM in a loop, let it execute compilers and 
tests and linters and other tools, give it a goal and 
watch it do the work for you. 

The model improvements in the last six months 
have tipped these over from fun toy demos to 
useful on a daily basis.”



So far, what we’ve heard:



1. AI dev tools 
startups

Heavy usage

2. Big Tech Heavy investment, 
growing usage

3. AI startups Growing usage,
Can be bit-or-miss

4. Independent 
software engineers

More enthusiastic 
than before



But… there are still many questions



… here are 4 of them



#1: Why are founders and CEOs a lot 
more excited than engineers?





#2: How “mainstream” or “niche” is LLM 
usage across devs?



Data from DX study with 38,000 devs:

● Median: 5 out of 10 devs use AI tools weekly (50%)

● “Top” companies: 6 out of 10 devs (62%)



… so most of the stories we’ve heard today: they 
are all above the median



#3: How much time do LLMs actually 
save, when used?





#4: Why does it work so much better for 
individuals than teams?



Laura Tacho, CTO at DX:

“These tools are great for the individual developer 
right now: but not yet that good at the 
organizational level.”



#5: Why is it hard to get excited about it 
without using it?





“If you start with the LLM theory, it will 
hold you back. 

It's weirdly harmful to spend too much time 
trying to understand how LLMs actually work 
before you start playing with them, which is 
very unintuitive.”

– Simon Willison



In summary



I am not surprised the least at:



CEOs and founders of LLM companies 
are enthusiastic



Big Tech investing heavily into AI 
tooling



Startups experimenting with AI tools



What makes me pay a lot more 
attention:



Experienced, independent software 
engineers finding a lot of success with LLMs 
and wanting to use them more!



We are seeing a step-change happen in 
how we build software, looking ahead



Martin Fowler:



“I think the appearance of LLMs will change 
software development to a similar degree as 
the change from assembler to the first 
high-level programming languages. 

The further development of languages and 
frameworks increased our abstraction level 
and productivity, but didn't have that kind of 
impact on the nature of programming. 



“LLMs are making that degree of impact like 
high-level languages had versus the 
assembler.

The distinction is that LLMs are not just 
raising the level of abstraction, but also 
forcing us to consider what it means to 
program with non-deterministic tools.”



Observation from Kent Beck:



Observation from Kent Beck:



“I’m having more fun programming than 
I ever had in 52 years.”



“Kent, how do LLMs compare to past 
technology step changes you’ve lived 
through?”



“I’ve seen similar changes in the past, impact-wise:

● Microprocessors (70s-80s): the shift from mainframe 
computing

● The internet (2000s): changed the digital economy

● iPhone and Android (2010s): suddenly things like 
live location sharing is possible, and the percentage 
of people being online dramatically increased”



“The whole landscape of what's ‘cheap’ and 
what's ‘expensive’ has all just shifted. 

Things that we didn't do because we 
assumed they were going to be expensive 
or hard just got ridiculously cheap.

So we just have to be trying stuff!”



It’s time to experiment more with LLMs



As always, I’ll keep a pulse on what works, and 
what doesn’t in The Pragmatic Engineer.

(Subscribe to keep your ear to the ground)

Thank you


